BEC: - il Ikl - s IR .~ Statistics Handout

5 ‘1‘. There are a flxed numbern of observatlons
: The n observatlons are all mdependent That is, know:ng the result of one observatlon does not change
» the probabllmes we assign to other observations.
3. " Each observatlon falls mto one of just two categones whlch for convemence we call “success” and.
N “failire.” : e
4. The probablllty ofa success S, call it p, is the same for each observation.

" Press [2™] [‘DISTR]_and_scrc'Jll down to find binonipdf and binomcdf functions.

You can find binomial probabilities that are-equal to a value, greatet than and equal' toa value, orless
than and equal to a value. Each function uses different.approaches, but in all cases:

" n'=the number of observations’ '
p = the probability of any one observation

x = the specific observation(s) that you are testing -

Binompdf is used to find the proba‘bility of a single value, such as P(x=9).

To find: Enter binompdf ( n, p, x)

Binomecdf is used to find a cumulatiue probability from O to ahy given value, such as P(x<12).
To find: Enter binomcdf (n, p, x)

This finds the accumulated probability of all observations from Qto X.

" To find a cumulative probability of values greater than a specified value we use binomcdf, so that:
1- bmomcdf (n, p, x)

: Thlsbtakes the total probablhty (1), and subtracts the accumulated probab(htles below It $0 that we are
—~ i »Ieft W|th the accumulated probablllty from X to n.

- See opposite side for examples.” -




